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Abstract. Real estate evaluation is of great importance and interest to many socio-economic agents,
especially to property buyers and sellers for personal benefits, municipalities for tax purposes,
financial institutions for loan policies, and to real estate brokerage firms for marketing activities.
Although these agents are motivated in their actions by different objectives, even conflicting at times,
they all desire to have a realistic description of the real estate market behavior in order to make
right and timely decisions. This article presents an estimation model to describe the behavior of
real estate markets. The model is based on certain observable real estate market data as well as on
the perceptions of real estate agents who are active in the market. The parameters that describe the
behavior of the real estate market are estimated, through the estimation model, using mathematical
programming tools within a multiple criteria analysis context. The usefulness and applicability of the
approach is empirically shown through an implementation using the data of the City of Edmonton,
Alberta, Canada.

Key words: Real estate appraisal, estimation methods, ordinal regression, mathematical program-
ming, multiple criteria approach.

1. Introduction

Real estate evaluation is an activity by which the value of real estate is estimated in
monetary terms to support a large variety of decisions and policies such as buying,
selling, mortgaging, and determining annual property taxes. In fact, real estate
evaluation is an important area of interest to many socio-economic agents particu-
larly to municipalities for taxing purposes, financial institutions for granting loans,
real estate brokerage firms for marketing activities, and of course the individuals
and the companies involved as buyers or sellers in real estate transactions. In this
paper, we have only considered the market of residential properties. Below is a
short view of the nature of the implication of each agent related to this market,
regarding real estate evaluation activity.

i. Municipalities, which revenues depend largely on residential real estate taxes,
establish their own real estate evaluation, generally with the intermediate of a
local service aimed towards that objective. On one hand, they are concerned
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to preserve and increase that source of revenue in a reasonable and justifiable
way; and on the other hand, to assure a certain level of fairness and equity
in their evaluations in the hope of reducing or minimizing the number of
complaints and dissatisfactions against the municipality taxes charged.

ii. Financial institutions, where a large portion of financial activities is related to
housing credits, need to have the values of real estate properties in order to
grant mortgage loans to their clients without running into high risks. Financial
institutions usually obtain such real estates values from private evaluators or
real estate brokerage firms.

iii. Real estate brokerage firms and private evaluators, who are usually in the
center of most property transactions, need to evaluate real estate properties for
their clients to help them take judicious decisions.

iv. Residential property buyers and sellers are engaged, in a more or less formal
way either directly or with the intermediate of a third party (private evaluators,
real estate brokerage firms, etc.), in real estate evaluation in order to make most
rational decisions and hope to gain most from such transactions.

Although these agents, who are involved in real estate evaluation in one way
or another, are motivated in their actions to pursue different objectives, they all
desire to make or obtain a reliable and realistic evaluation of real estate market in
order to make right and timely decisions. The quality of such evaluations however
depends mostly on the perception of these agents regarding the market behavior of
residential properties in particular and the socio-economic environment in general.
The first objective of this paper is precisely to construct a descriptive model, as
realistic as possible, of this market behavior that permits to constitute a basis for
real estate evaluation.

In this paper, it is assumed that the preferences in residential property market
are ultimately surrogated in property selling prices. Although selling price is taken
as the surrogate for market preferences there is a need for a better understanding
how a selling price of a property emerges. There are several factors at work in
property markets. Number of rooms, garages, fireplaces, size of residence are but
few examples. Therefore the selling price of a property can be considered as a
function of its characteristics or attributes. In this perspective, the market behavior
can be modeled as a multicriteria choice process in which residential property
market expresses its preferences by assigning to each property a selling price,
which is itself a function of the attributes of the property in question.

The real estate evaluation model suggested in this paper employs multiple cri-
teria analysis approach and uses selling prices and observable residential property
attributes as the data base. Also imbedded in the construction of the model is the
flexibility of integrating the expertise and experience of real estate agents to make
evaluation more realistic and interactive. This feature of the model offers an avenue
of flexible applications to meet a variety of needs in the implementation process.

The estimation model suggested in this paper is in essence a descriptive multiple
criteria analysis model. Descriptive multiple criteria approaches can be classified
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into two groups: those based on statistical techniques and those based on mathe-
matical programming. Statistical methods include, particularly, regression analysis
[1], monotonous regression [3] and multidimensional scale analysis [2] whereas
mathematical programming methods are represented particularly by the works of
Srinivasan and Shocker [18, 19], Pekelman and Sen [13], Jacquet-Lagrèze and
Siskos [5], Siskos and Zopounidis [15] and Stewart [17]. Many studies converge
to establish the superiority of approaches based on mathematical programming,
notably linear programming, in terms of their predicted power [4], Shocker and
Srinivasan [16], Jain et al. [6] and Siskos [15]. The estimation method proposed in
this paper belongs to the second group and constitutes an extension of the multi-
criteria analysis methods of Kettani [8], Oral and Kettani [10, 11, 12] and Oral et
al. [12].

The organization of this paper is as follows: Section 2 presents the context in
which the empirical real estimation problem is defined and introduces the notation
needed. Section 3 includes the details of constructing the estimation model. Two
variants of the estimation model are given in Section 4. Section 5 is devoted to
the empirical study done using the data of the City of Edmonton, Alberta, Canada.
Section 6 concludes the paper with some remarks.

2. Context of the Empirical Study

Let A = fij1 � i � mg be a representative sample of residential properties taken
from a population of real estates and includes m properties. Also let C = fjj1 �
j � ng be a set of n criteria considered to be the most pertinent in the process
through which the real estate market evaluates the properties and assign a selling
price to each one of them. Moreover, let Vij be the value or score of property i

with respect to criterion j, and pi be the observed selling price for this property.
Furthermore, we assume that Vij � 0.

The empirical study is based on the data obtained from the City of Edmonton,
Alberta, Canada. The estimation model is used to describe the market behavior of
bungalow sales in Edmonton. For this purpose, all 133 properties of this category
sold during the year of this study are identified. However, 25 of these properties are
dismissed because they display extreme value cases or outliers with respect to one
criterion or another. Thus, the set A has 108 observations. For this set, sale price
varies between $79,100 and $144,500 and the average sale price is $107,171.

At the end of a consulting process with a group of real estate agents, it has been
concluded that eleven criteria were the most pertinent ones governing the behavior
of the bungalow market. Below are these criteria and their brief descriptions:

Criterion 1. Age: measured in years since the date of construction. The observed
values (Vi1) of the bungalows in the sample with respect to this
criterion vary between 14 and 28 years.
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Criterion 2. Size: measured in square meters of floor area. The observed values
(Vi2) in the sample with respect to this criterion vary between 90
and almost 150 square meters.

Criterion 3. Number of garages: The number of garages (Vi3) in the sample
are 0, 1 or 2.

Criterion 4. Easy access to the garage: It is considered that there is an easy
access if the garage is attached to the bungalow, otherwise it is
considered not an easy access. Therefore, Vi4 will take on value
1 if the garage is attached to the bungalow, 0 otherwise.

Criterion 5. Basement: This criterion is used to indicate to which extent the
basement of a bungalow is completed. Given the fact that all
bungalows in the sample possess a basement, the value of 1
implies that the basement is not finished, 2 means the basement is
half-finished, and 3 means that the basement is entirely finished.

Criterion 6. Fireplace: This criterion is to indicate the number of fireplaces
in a bungalow. It was observed that the number of fireplaces in a
bungalow in the sample were 0, 1 or 2.

Criterion 6 + k. Sector Identification: The bungalows in the sample are located
in five different sectors of the city. In order to identify the sector
in which a bungalow is located, the sector identification criterion
is introduced. If a bungalow is located in Sector k then a value
of 1 is assigned, 0 otherwise. The sector indicator k takes on
values 1, 2, 3, 4, and 5 to represent five residential sectors in
Edmonton, namely: (1) Greenfields and Petrolia, (2) Royal Gar-
dens, (3) Lendrum and Malmo, (4) Aspen, and (5) Rideau Park
and Shaughnessy.

The data of this empirical study are given in Appendix 1 in terms of the values
Vij; i 2 A and j 2 C. In order to reduce space, the values Vij ; j = 7; . . . ; 11, are
presented in an implicit way in only one column. That way Vik equals 1, if the
indication (j � 6) appears in this column at line i, or 0 otherwise.

3. Modeling Market Behavior

In modeling the behavior of bungalow market it is assumed that multiple criteria
choice process is the underlying process of market behavior and the sale price pi is
the surrogate for the market’s preference regarding property i. This preference is
assumed, in return, to be the result of the joint attraction of the property’s criteria,
presented by Vij; j 2 C .

The multiple criteria choice process that determines sale price, can be assumed to
realize itself in two steps: a “local” evaluation step where the individual contribution
of each criterion to the formation of selling price, and a “global” evaluation step
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where the individual contributions obtained in the first step are integrated into a
whole in order to determine the selling price. These two steps are briefly described
below.

3.1. “LOCAL” EVALUATION STEP

It is conceivable to assume that the scores obtained with respect to each criterion
contribute, in monetary terms, to the sale price of a bungalow. The contribution of
the criterion j to the selling price of the property i is called marginal contribution
and denoted by Uij . Such a contribution may be positive or negative one. For
example, the criterion �floor area� provides a positive contribution whereas the
criterion �age� has a negative impact on the selling price. We will suppose that
Uij is obtained as follows:

Uij = fj(Vij): (1)

where fj is the local evaluation function of the criterion j. To illustrate, if the
criterion j corresponds to the �floor area�, and equals to 120 square meters,
and if the marginal contribution is given by fj(Vij) = 500Vij then the marginal
contributionUij is $60,000. In the formula used, the rate of contribution is assumed
to be constant and equal to $500 per square meter. This implies that marginal
contribution function is linear. This may not be the case all the time. Therefore one
needs to consider functions other than linear. In fact, this is exactly what has been
considered in the formulation of estimation model to reflect a variety of functional
forms for marginal contribution.

In this paper, two functional forms are considered: (1) piecewise linear function,
and (2) monotonous nonlinear function. These are explained below.

3.2. PIECEWISE LINEAR LOCAL EVALUATION FUNCTION fj:

Subdividing the variation interval of possible non null values of the criterion j into
Tj mutually exclusive and collectively exhaustive intervals (the index j in Tj will
be left out when there is no risk of ambiguity) and noting that D�

tj and D+tj the
interval’s lower and upper limits and t, 1 � t � Tj , such that

D+tj � D�

t+1; for 1 � t � Tj � 1:

Now, we can define fj as follows:

fj(V ) =

(
0; if V = 0
atj + VWtj ; if V 6= 0 and D�

tj � V � D+tj
(2)

where atj and Wtj are parameters, from the piecewise linear, belonging to t-th
interval of the criterion j and where V is any value included between D�

tj and D+tj .
The decomposition into subintervals to have a piecewise linear representation

of marginal contribution function depends not only on the nature of the criterion in
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Table 1. Intervals of Piecewise Linearization for the Criteria Used.

Number of intervals Range of intervals
Criterion 1 5 [14, 16.8); [16.8, 19.6)

[19.6, 22.4); [22.4, 25.2)
[25.2, 28]

Criterion 2 5 [900, 1017); [1017, 1134)
[1134, 1250); [1250, 1367)
[1367, 1484]

Criterion 3 2 [1,1]; [2,2]

Criterion 4 1 [1,1]

Criterion 5 3 [1,1]; [2,2]; [3,3]

Criterion 6 3 [0,0]; [1,1]; [2,2]

Criterion 7–11 1 [0,1]

question but also on how sensitive it is perceived the selling price to the variations
in the value obtained with respect to this criterion. It is important to determine
subintervals in such a way that this kind of sensitivity is captured in piecewise
linearization. The other point to be kept in mind is that there must be enough
numbers of observations in each subinterval in order to have a reliable estimation.
In case of small number of discrete values, on the other hand, one might consider
each value as an interval by itself. In fact, this is the case for the criteria 3 to 11 in
Table 1 and are treated as such in the empirical study. See Table 1 for the interval
subdivisions for each criterion.

3.3. MONOTONOUS LOCAL EVALUATION FUNCTION fj

Assuming that marginal contribution is a monotonous function, be non-decreasing
or non-increasing, is not restrictive in the sense that a change in the value of a
bungalow with respect to certain criteria could have a negative impact and with
respect to others a positive one. Let us decompose the criterion setC in two mutually
exclusive and collectively exhaustive sets C� and C+, where C� is the subset of
those criteria which are associated with monotonous non-increasing functions, and
C+ is the subset of those criteria which are associated with monotonous non-
decreasing functions. In mathematical notations, we have:

f(D+tj) � f(D�

t+1;j); for 1 � t � Tj � 1; j 2 C+ (3)

Wtj � 0; for 1 � t � Tj; j 2 C+ (4)
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f(D+tj) � f(D�

t+1;j); for 1 � t � Tj � 1; j 2 C� (5)

Wtj � 0; for 1 � t � Tj; j 2 C� (6)

In this empirical study, it was concluded that the local evaluation function
related to the criterion �age� is monotonous non increasing, because, all other
things being the same, a new bungalow is preferred to an old one. On the other
hand, it was concluded that the local evaluation functions associated with the
rest of the other criteria are monotonous non decreasing. Hence, C� = f1g and
C+ = f2; 3; 4; 5; 6; 7; 8; 9; 10; 11g.

3.4. GLOBAL EVALUATION STEP

This step consists of integrating the marginal contributions obtained with respect
to each criterion into a total or global value, which is an estimate for the selling
price of a bungalow. It is assumed that the marginal contributions Uij explain pi,
the property’s selling price i through

pi �= h(Uij ; . . . ; Uin); (7)

where h is the global evaluation function that allows to estimate the sale price. The
analytical form of h is assumed to be

h(Ui1; . . . ; Uin) = U0 +
X
j2C

Uij (8)

where U0 represents a constant value for a property when all the marginal contri-
butions are nonexistent. U0 will be henceforth called �basic contribution�. The
additive form assumed for h implies that the criteria are preferentially independent
from one another. For preferential independence in the context of utility theory
and other underlying conditions, the reader is referred to Kenney and Raı̈ffa [7].
If the preferential independence assumption does not hold, the global evaluation
function h should be expressed under other alternative forms. Notice that testing
this independence hypothesis is not a trivial task. However, by defining the criteria
in an appropriate manner, one can often minimize the risk of dependence.

4. Estimation Model

The estimation model, which is a mathematical programming model, aims at
describing the market behavior of bungalows through estimating the parameters of
the global evaluation function h and the local evaluation functions fj , namely U0,
and atj and Wtj ; j = 1; . . . ; Tj . Below is the first variant of the estimation model,
which will be called (MA).

(MA) :
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Minimize DA =
X
i2A

1=pi(d
�

i + d+i ) (9)

subject to

U0 +
X
j2C

Uij � d+i + d�i = pi; d
�

i � 0; d+i � 0; for i 2 A (10)

(3); (4); (5) and (6)

where Uij is as defined in (1), fj as defined in (2), and d�i and d+i represent,
respectively, the negative and positive deviation between pi, the observed selling
price, andU0+

P
j2C Uij , the estimated selling price for property i. Some remarks

are in order for the variant (MA):
(i) First, its use requires the construction of the sets A, C , C� and C+, to collect
the values Vij ; i 2 A; j 2 C , and the sale prices pi; i 2 A, and to determine for
each criterion j, j 2 C , the number of intervals Tj and the lower and upper limits
D�

tj and D+tj for each interval t, t = 1; . . . ; Tj .
(ii) Second, we note that the expression 1=pi(d

�

i +d
+

i ) in (9) represents the absolute
deviation rate for the estimated selling price (U0 +

P
j2C Uij) of the property i

compared to its observed selling price (pi).
(iii) Finally, the average deviation rate

�A = DA=m (11)

which is the consequence of “unfitness” of (MA) to the market behavior data, is
not entirely a perfect measure for the reliability of the model. In other words, a low
level of �A does not necessarily guarantee that the individual variations will also
be low. There is always a possibility that one might end up with high individual
deviations for some bungalows even when the average deviation is low.

To overcome this difficulty, we can consider a second variant of the estimation
model, called (MB):

(MB) :

Minimize DB =
X
i2C

1=pi(d
�

i + d+i ) (12)

subject to

1=pi(d
�

i + d+i ) � e; for i 2 A (13)

(10); (3); (4); (5) and (6)

This variant differs from (MA) because of the additional constraints (13), which
impose the maximum acceptable deviation rate (in absolute value) represented by
e. Of course, these constraints might not be feasible if e is under a certain level, e.
In fact, (13) will be feasible if, and only if,

e � e (14)

where e = Min
i
(Max(1=pi(d

�

i + d+i )))

subject to (10), (3), (4), (5) and (6)
(15)
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As (15) indicates, this threshold value e is the lowest possible level of the
absolute value of the maximum deviation rate. In an equivalent way to (15), this
threshold can be obtained from the following linear program (P):

(P ) :

e = Min z

subject to

1=pi(d
�

i + d+i ) � z; for i 2 A

(10); (3); (4); (5) and (6)

Let

�B = DB=m (16)

be the average deviation rate resulting from (MB). We immediately note that �B
cannot be equal or greater than �A. In fact, opting for variant (MA) or for variant
(MB), the estimation method becomes a choice between a minimal value of the
average deviation rate or a minimal value of the maximum deviation rates.

Regardless of the choice, be the variant (MA) or the variant (MB), one can
formulate constraints to reflect the information a priori available on the bungalow
market behavior. For example, one can impose a lower limit U�j and an upper limit
U+j on the marginal contribution with respect to a criterion, say j. In mathematical
notations,

f(D�

1 ) � U�j ; f(D
+

T ) � U+j if j 2 C+ (17)

f(D+T ) � U�j ; f(D
�

1 ) � U+j if j 2 C� (18)

We can also consider other constraints on the parameters Uo, Wij and atj in order
to reflect particular requirements for the global and local evaluation functions.

5. The Results of the Empirical Study

In this section we shall present and discuss the results obtained by using succes-
sively the variants (MA) and (MB) of the estimation method. It is important to
mention here that the objective of this section is only to illustrate numerically the
estimation method. In other words, the interest and the interpretation of the results
in the particular field of real estate evaluation is not the main goal. Also, notice that
most of the mathematical programming software can be used to solve the linear
programs (MA) and (MB). In this empirical study, we have used LINDO.

As can be observed in Appendix 2, the optimal solution obtained from the
variant (MA) gives a basic contribution of $70,365. To this basic value one needs
to add individual marginal contributions with respect to every single criterion
to obtain the selling price of the bungalow. Also shown in Appendix 2 are the
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Fig. 1. Marginal Contribution of Age

Fig. 2. Marginal Contribution of Size

marginal contribution rates with respect to each criterion and the intervals for
which these rates are valid. For instance, take the first criterion, which is the “age”
of bungalows (see Figure 1). One can immediately observe that there are three
groups of intervals. In the first group (interval 1 and 2), the marginal contributions
are zero. In the second group (interval 3 and 4), the marginal contributions are
negative and the same ($2,857.57), and in the third group (interval 5), it is again
negative but this time $3,724.82. The implication of this observation is that one in
fact needs three intervals, not five as initially determined prior to the estimation
process. These three intervals are [14, 19.6), [19.6, 25.2) and [25.2, 28].

Consider now the second criterion: floor area. Initially there were five intervals
and the model also suggests and uses the same five intervals, for they all have
different marginal contributions in the said intervals. Also observe that marginal
contribution function is a monotonous non-decreasing one, for the second criterion
is included in C+. Finally, notice that the marginal contributions in the first and
fourth interval are constant whereas they are proportional in the other intervals.
Figure 2 shows the behavior of local evaluation function of floor area per interval.

jogoy6.tex; 17/02/1998; 10:14; v.7; p.10



REAL ESTATE EVALUATION 207

Fig. 3. Marginal Contribution of Basement

Fig. 4. Marginal Contribution of Fireplace

Contrary to the two previous local evaluation functions, which were defined
in continuous intervals, the rest of local evaluation functions were defined on dis-
crete scales (refer to Table 1). Take, for instance, the third criterion: the number
of garages. From Appendix 2, we conclude that the marginal contribution of one
garage is $8,390.42 whereas two garages jointly contribute $12,489.25 (a contribu-
tion which is smaller than the twice of the one garage contribution) to the value of a
bungalow. When a garage is attached to the bungalow (criterion 4), its sale price is
increased by $2,723.18. An unfinished basement (criterion 5) does not contribute
at all to the value of a bungalow. However, a half-finished or completely finished
basement contributes, respectively, $9,075(=2(15,117.48)-21,160.4) and $14,063
to the value of a bungalow (see Figure 3). The contribution of a fireplace (criterion
6) is null (the majority of properties in the sample have at least one fireplace) where-
as two fireplaces makes a marginal contribution of $6,390.42 (=2(3,195.21)). See
Figure 4. Finally, a bungalow being in a certain residential sector seems to change
considerably. The contributions of sectors are $1,905.86 for sector 1, $0 for sector
2, $8,894.8 for sector 3, $18,244.83 for sector 4, and $5,589.34 for sector 6.

Now a few words about the explicative power of the estimation model (MA)

are in order. The explicative power of the model will be measured in terms of the
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differences between the actual and the estimated selling prices that are obtained
from the model. The computational results given in Appendix 3 will be the basis
of the remarks to be made. Note that the average deviation rate in absolute values
�A is approximately 5% whereas the minimum and maximum deviation rates are
respectively 0% and 28%. It can also be observed that 92 bungalows out of 108 are
associated with deviations which are smaller than or equal to 10%, 69 Bungalows
with deviations smaller than or equal to 5%. For 9 bungalows, this deviation
percentage is between 10% and 15%. For only 7 bungalows, this rate is greater
than 15%.

If the parameter estimates obtained from the variant (MA) are used for valuation
of bungalows the error to be committed will be around 5% on the average, a level
of error that might be acceptable if a large pool of bungalows is to be considered.
However, one should be cautious if there are only a few bungalows for valuation,
since one might face the risk of under or over estimation above 15%. The second
variant (MB) could be a way out in such cases.

The use of the variant (MB) requires, at first, the determination of e, the
acceptable maximum deviation rate (in absolute value). After solving problem
(P) we obtain 14.05% as the value of e. This indicates, within the context of the
empirical study, that the absolute value for the least highest maximum deviation
rate is 14.05%. By fixing e to this value, the variant (MB) was run to obtain the
estimates for the parameters of bungalow market behavior. The results are given
in Appendices 4 and 5.

The average deviation rate (in absolute value) �B climbs, in the case of (MB),
from 5% to 7%. The difference between �B and �A represents the consequence
of having a constraint imposed on the deviation rate (in absolute value) between 0
and 14.05%.

In practice, however, one can minimize the negative effect of e by excluding
from the sample those bungalows that exhibit a high deviation rate and some
distinctiveness with respect to the others. For the empirical study, a visit to 7
properties associated with a deviation rate (in absolute value) greater than 15%
revealed, in each case, the existence of one or more unusual characteristics not
reflected by the criteria used, such as the proximity of a highway, the necessity to
make major repairs at the time of the sale, etc. These properties may be dismissed
if such omissions lead to decreases in the values of �A, �B and e and if the new
reduced sample still represents adequately the target population.

The instability of the estimates obtained from the estimation models suggested
in this paper can be studied and guided with a post-optimality analysis as proposed
by Jacquet-Lagrèze and Siskos [5] and Siskos [14]. It consists of imposing a
constraint on the objectives of linear programs, that is, by increasing its optimal
value by a small " after the solution.
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6. Conclusion

The estimation models proposed in this paper are only tools to help those socio-
economic agents who are concerned with or involved in real estate evaluation.
There are several future research avenues one can pursue. One of them is to develop
interactive decision support systems to effectively and efficiently implement the
proposed methodology as well as other models, including statistical approaches.
Development of such computer-aided systems will permit the actors in real estate
markets and all other socio-economic agents to follow, in real time, the markets
closely and will facilitate the decision-making for potential users.

One of the major difficulties in producing estimates for real estate prices is to
decide on which set of attributes or criteria to be used in the evaluation process.
In fact, the number of pertinent criteria is generally large, and often, it is difficult
to judge a priori their relative importance. Of course, we can consider them all in
the estimation method, but in that case one is taking a risk of obtaining unreliable
estimates from the estimation models. To overcome such inconveniences, below
we propose an approach.

Let� be the maximum number of criteria to be included in the estimation model,
and �j a binary variable which is equal to 1, if the criterion j is included, and 0
otherwise. Redefining the set C as being the set of all the conceivable pertinent
criteria. In order to impose a maximum number of criteria that will be included in
the estimation method, we can add the following constraints to the variants (MA)

or (MB) as well as to problem (P):

TX
t=1

(atj +Wtj)�M�j � 0; for j 2 C (19)

X
j2C

�j � � (20)

�j = 0 or 1; for j 2 C: (21)

where M is some value greater than or equal to
PT

t=1 (atj +Wtj); 8j 2 C .
Observe that, if �j is equal to 0, the constraint (19) imposes that the marginal

contribution of the criterion j is null for any possible interval. Otherwise, this con-
straint is inactive. Constraint (20), imposes that the maximum number of criteria,
for which the associated constraints in (19) are inactive, will be at the most equal
to �. Because of (21), the variants (MA) and (MB) as well as problem (P) become
mixed integer linear programming problems.

jogoy6.tex; 17/02/1998; 10:14; v.7; p.13



210 O. KETTANI ET AL.

Appendix 1. Empirical Study Data

i 1 2 3 4 5 6 � pi i 1 2 3 4 5 6 � pi

1 24 1057 0 0 2 0 1 84000 55 16 1138 2 0 3 1 5 105000
2 24 1031 2 0 3 1 2 103000 56 15 1293 2 0 2 1 5 113900
3 23 1337 2 0 3 0 2 94000 57 20 1140 2 0 3 1 1 97000
4 27 957 1 1 3 0 3 90000 58 22 1146 2 0 3 0 2 106000
5 24 1164 2 0 3 0 3 102000 59 21 1440 2 0 3 1 1 121500
6 27 1052 1 1 3 0 3 100000 60 21 1310 2 0 3 2 1 119000
7 26 1079 2 0 3 1 3 104500 61 24 1114 2 0 3 0 3 107500
8 25 1070 2 0 3 0 3 91000 62 23 1047 2 0 1 0 1 79100
9 23 900 2 0 3 0 2 95000 63 21 966 1 0 3 0 1 104500

10 15 1277 2 0 3 1 1 123000 64 14 1484 2 1 3 2 5 143000
11 24 1085 2 0 3 1 1 104500 65 15 1230 2 1 3 2 5 130000
12 24 1086 2 0 2 0 4 110000 66 15 1279 2 1 3 2 5 127000
13 23 1162 1 1 2 0 2 95000 67 21 1270 2 0 2 1 1 108000
14 25 1104 2 0 3 0 3 114000 68 23 1100 2 0 3 0 2 106500
15 27 966 2 0 3 1 3 106500 69 22 1280 2 0 3 1 3 105000
16 25 1177 2 0 3 0 3 119900 70 23 1225 2 0 1 0 3 106000
17 27 994 1 0 2 0 3 93000 71 22 1145 2 0 3 2 1 108000
18 22 1130 2 0 2 0 1 98500 72 15 1381 2 1 2 1 5 118000
19 18 1319 2 1 2 2 4 135000 73 17 1100 2 0 1 2 5 95000
20 23 1089 1 0 3 0 5 105000 74 21 1040 2 0 3 1 1 96000
21 21 1151 2 1 3 1 5 118500 75 21 1218 2 0 3 0 2 105000
22 19 1083 2 0 3 0 5 106900 76 23 1176 2 0 3 0 3 108000
23 17 1144 2 1 2 1 5 110000 77 24 1105 1 1 3 1 3 105000
24 18 1226 2 0 1 0 5 102000 78 21 1142 2 0 3 0 3 105000
25 16 1114 2 1 3 0 5 109000 79 19 1434 0 0 2 1 1 104000
26 16 1230 2 1 3 2 5 138500 80 22 1147 2 0 3 1 1 97000
27 16 1340 2 1 3 0 5 144500 81 23 1400 2 0 3 2 3 110000
28 21 1174 2 0 3 2 5 118500 82 14 1360 2 1 3 1 5 120000
29 22 956 2 0 2 1 5 93000 83 15 1468 2 1 1 0 5 138000
30 20 1080 2 0 3 0 5 102000 84 14 1351 2 0 3 0 5 116500
31 21 1207 2 0 3 0 5 125000 85 17 1120 1 1 3 0 5 98000
32 22 1272 2 1 3 1 4 133000 86 24 1213 2 0 3 1 1 103500
33 23 1250 2 0 3 0 1 89000 87 21 1040 2 0 3 0 2 84000
34 25 1330 2 1 3 0 3 116500 88 22 929 2 0 2 1 2 97000
35 15 1070 1 1 2 0 5 87500 89 23 1118 1 1 3 0 3 112000
36 17 1295 1 0 3 1 5 133300 90 23 976 2 0 2 0 2 88500
37 22 1019 2 0 3 0 5 108000 91 27 985 2 0 2 0 3 102000
38 21 1142 2 0 3 0 5 105000 92 15 1337 2 1 3 2 5 125500
39 17 1215 2 0 2 1 5 110000 93 15 1046 1 1 2 1 5 101500

� k such as Vi;k+6 = 1
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Appendix 1. Continued

i 1 2 3 4 5 6 � pi i 1 2 3 4 5 6 � pi

40 16 1137 2 0 3 2 5 122000 94 17 990 2 0 3 0 5 103500
41 23 974 2 0 3 0 1 100000 95 21 1120 0 0 2 0 1 91000
42 23 900 0 0 2 0 4 91500 96 21 1208 2 0 3 1 2 89900
43 22 1054 2 0 3 0 2 91500 97 25 966 2 0 3 1 4 88000
44 24 1111 2 0 2 1 4 113000 98 26 1439 0 0 2 2 3 91000
45 21 1070 2 0 3 1 2 94000 99 25 1140 2 0 3 1 3 116000
46 27 1130 0 0 2 0 3 89000 100 22 1080 2 0 2 0 1 88500
47 28 1008 1 0 3 0 3 101000 101 16 1093 2 0 3 1 5 91000
48 22 1154 2 0 2 0 1 97500 102 22 1430 2 0 3 1 1 119000
49 24 1226 2 0 3 0 2 112500 103 25 1177 1 0 1 0 4 105000
50 23 1263 2 0 3 0 2 110000 104 23 1244 2 0 3 0 2 119900
51 20 1442 2 0 3 0 5 114000 105 26 1192 2 0 3 0 3 116000
52 20 1202 2 0 3 0 1 113500 106 24 1419 2 0 3 0 3 127500
53 21 1070 2 0 3 0 2 106000 107 24 1193 2 0 3 2 4 127500
54 26 1149 2 0 3 2 3 106500 108 15 1120 1 1 3 0 5 104000

� k such as Vi;k+6 = 1

Appendix 2. Values of the estimated parameters with the model (MA)

Uo = 70365:04 Interval t
1 2 3 4 5

Criterion 1. Wt1 0.00 0.00 0.00 0.00 0.00
at1 0.00 0.00 �2857.57 �2857.57 �3724.82

Criterion 2. Wt2 0.00 38.78 97.69 0.00 131.79
at2 0.00 �39436.20 �106208.60 15939.96 �164240.10

Criterion 3. Wt3 0.00 0.00 0.00
at3 0.00 8390.42 12489.25

Criterion 4. Wt4 0.00 0.00
at4 0.00 2723.18

Criterion 5. Wt5 0.00 15117.48 0.00
at5 0.00 �21160.40 14063.33

Criterion 6. Wt6 0.00 0.00 3195.21
at6 0.00 0.00 0.00

Criterion 7. Wt7 0.00
at7 1905.86

Criterion 8. Wt8 0.00
at8 0.00

Criterion 9. Wt9 0.00
at9 8894.80

Criterion 10. Wt10 0.00
at10 18244.83

Criterion 11. Wt11 0.00
at11 5589.34
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Appendix 3. Analysis of the predictive performances of the model (MA)

i pi U0 +
P

j2C
Uij (d+i � d�i )=pi i pi U0 +

P
j2C

Uij (d+i � d�i )=p

1 84000 80047.03 �0.05 55 105000 107466.83 0.02
2 103000 94610.79 �0.08 56 113900 113458.15 �0.00
3 94000 110000.01 0.17 57 97000 101121.15 0.04
4 90000 100711.95 0.12 58 106000 99801.42 �0.06
5 102000 110454.60 0.08 59 121500 121499.95 �0.00
6 100000 102077.17 0.02 60 119000 118296.28 �0.01
7 104500 104500.00 0.00 61 107500 106724.71 �0.01
8 91000 105018.19 0.15 62 79100 83073.87 0.05
9 95000 94060.05 �0.01 63 104500 91867.07 �0.12

10 123000 114763.43 �0.07 64 143000 142953.26 �0.00
11 104500 98611.O1 �0.06 65 130000 125567.69 �0.03
12 110000 110000.00 0.00 66 127000 127560.52 0.00
13 95000 95000.01 0.00 67 108000 106917.09 �0.01
14 114000 106336.87 �0.07 68 106500 97286.93 �0.09
15 106500 102087.60 �0.04 69 105000 118894.81 0.13
16 119900 111724.54 �0.07 70 106000 102350.21 �0.03
17 93000 93000.00 0.00 71 108000 108000.00 0.00
18 98500 95367.55 �0.03 72 118000 117999.94 �0.00
19 135000 132369.67 �0.02 73 95000 98060.93 0.03
20 105500 101208.38 �0.04 74 96000 96865.71 0.01
21 118500 108602.38 �0.08 75 105000 106834.93 0.02
22 106900 105074.50 �0.02 76 108000 111625.85 0.03
23 110000 105787.37 �0.04 77 105000 105000.00 0.00
24 102000 102000.00 0.00 78 105000 108305.47 0.03
25 109000 109000.00 0.00 79 104000 106088.77 0.02
26 138500 125567.69 �0.09 80 97000 101840.97 0.05
27 144500 121170.10 �0.16 81 110000 129607.81 0.18
28 118500 114516.43 �0.03 82 120000 121170.10 0.01
29 93000 94660.61 0.02 83 138000 120390.90 �0.13
30 102000 102100.57 0.00 84 116500 118446.92 �0.13
31 125000 111349.70 �0.11 85 98000 105133.88 0.07
32 133000 130968.02 �0.02 86 103500 108252.35 0.05
33 8900 111866.79 0.26 87 84000 94959.85 0.13
34 116500 121617.99 0.04 88 97000 89071.28 �0.08
35 87500 98205.88 0.12 89 112000 105504.20 �0.06
36 133300 114348.09 �0.14 90 88500 89071.28 0.01
37 108000 99734.71 �0.08 91 102000 97098.83 �0.05
38 105000 105000.00 0.00 92 125500 127560.52 0.02
39 110000 110000.00 0.00 93 101500 97275.05 �0.04
40 122000 113759.57 �0.07 94 103500 102506.96 �0.01
41 100000 95965.90 �0.04 95 9100 82490.46 �0.09
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Appendix 3. Continued

i pi U0 +
P

j2C
Uij (d+i � d�i )=pi i pi U0 +

P
j2C

Uij (d+i � d�i )=p

42 91500 94826.86 0.04 96 89900 105858.05 0.18
43 91500 95502.84 0.04 97 88000 112304.88 0.28
44 113000 110969.62 �0.02 98 91000 91000.00 0.00
45 94000 96123.39 0.02 99 116000 108110.10 �0.07
46 89000 89000.00 0.00 100 88500 93428.32 0.06
47 101000 97988.77 �0.03 101 91000 105462.35 0.16
48 97500 97500.00 0.00 102 119000 120182.07 0.01
49 112500 107616.43 �0.04 103 105000 102912.41 �0.02
50 110000 110000.00 0.00 104 119900 109374.81 �0.09
51 114000 125447.00 0.10 105 116000 112322.61 �0.03
52 113500 107177.78 �0.06 106 127500 125721.35 �0.01
53 106000 96123.39 �0.09 107 127500 129027.99 0.01
54 106500 114512.46 0.08 108 104000 105133.88 0.01
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